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Abstract

A finite element-based cohesive zone model was developed using bilinear softening to predict the monotonic load versus crack mouth
opening displacement curve of geometrically similar notched concrete specimens. The softening parameters for concrete material are
based on concrete fracture tests, total fracture energy (Gr), initial fracture energy (Gy), and tensile strength (f;), which are obtained from
a three-point bending configuration. The features of the finite element model are that bulk material elements are used for the uncracked
regions of the concrete, and an intrinsic-based traction-opening constitutive relationship for the cracked region. Size effect estimations
were made based on the material dependent properties (Gr and f{) and the size dependent property (Gg). Experiments using the three-
point bending configuration were completed to verify that the model predicts the peak load and softening behavior of concrete for multi-
ple specimen depths. The fracture parameters, based on the size effect method or the two-parameter fracture model, were found to

adequately characterize the bilinear softening model.
© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Concrete is a quasi-brittle material, which means its
fracture process zone size is not small compared with the
typical specimen or structural dimension. Classical linear
elastic fracture mechanics (LEFM) is unable to predict
the progressive failure of concrete specimens due to this
large nonlinear process zone [1]. In order to overcome
LEFM limitations for concrete, Hillerborg et al. [2]
extended the cohesive crack model, developed by Barenbl-
att [3]and Dugdale [4], to predict concrete fracture with the
finite element method. Based on the cohesive crack model,
Hillerborg et al. [2], Modeer [5], Petersson [6], Roelfestra
and Wittmann [7] and Mulule and Dempsey [8] predicted
fracture behavior of quasi-brittle materials with the ficti-
tious crack model which requires a pre-existing crack [9].
To extend to notchless specimens for other types of mate-
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rials, the cohesive zone model (CZM) has been widely used
to predict crack propagation through numerical simulation
[10-13]. The majority of cohesive zone models are based on
intrinsic formulations which require a pre-defined crack
path and a penalty stiffness prior to the softening behavior,
as shown in Fig. la. Bulk material elements are used for
the uncracked regions, and cohesive elements with an
intrinsic-based traction-opening constitutive relationship
are employed along the expected fracture surface.

The intrinsic CZM has of four stages as shown in
Fig. 1b. The first stage is characterized by general elastic
material behavior without separation (Fig. 1b: Stage I).
The concrete material properties are assumed to be homo-
geneous and linear elastic in this stage. The next stage is the
initiation of a crack when a certain criterion is met, for
example, critical tensile bending stress (Fig. 1b: Stage II).
In this study, the fracture initiation criterion for mode I
fracture is assumed to occur when the state of stress reaches
the cohesive strength (e.g. concrete tensile strength, f/).
Stage II1 describes the evolution of the failure, which is


mailto:jroesler@uiuc.edu

J. Roesler et al. | Cement & Concrete Composites 29 (2007) 300-312 301

Penalty stiffness

Fig. 1. (a) Bilinear softening for concrete and (b) four stages of the
cohesive zone model.

governed by the cohesive law or the softening curve, i.e.,
the relation between the stress (¢) and crack opening width
(w) across the fracture surface, as shown in Fig. 1b (Stage
III). Because the cohesive law defines the characteristic of
the fracture process zone, the shape of the softening curve
in the CZM is essential for predicting the fracture behavior
of the structure. The final stage defines local failure when
the crack opening width reaches the final crack opening
width (wy) (Fig. 1b: Stage IV). In this stage, concrete sur-
faces created by the fracture process have no traction (no
load bearing capacity).

Different constitutive relationships, such as a linear [2],
bilinear [6,7,14], trilinear [15], and exponential [16] soften-
ing curve, have been developed to predict the fracture
behavior of concrete materials. Among the various soften-
ing curves, the bilinear softening relationship has been used
extensively and is the model of choice in this work. Peters-
son [6] originally proposed a bilinear softening curve with a
fixed kink point, which was also adopted by Gustafsson
and Hillerborg [17]. Wittmann et al. [18] determined a
bilinear softening curve with the stress ratio of the kink
point at 0.25. Elices et al. [12] and Guinea et al. [19] char-
acterized a bilinear softening curve using the tensile
strength, the total fracture energy, and two parameters
which represent the shape of a softening curve. Bazant
[20] further refined the bilinear softening model by intro-
ducing an additional fracture parameter called the initial
fracture energy. In this research, the bilinear softening
model offered by Bazant [21] was selected since the soften-
ing curve has two slopes which can be controlled by the
measured concrete fracture properties.

The key contribution of this paper is directly linking the
experimental fracture properties with the bilinear softening
curve and implementation into a finite element-based CZM
in order to predict the concrete specimen fracture behavior
including the size effect. Due to the relationship between
the experimental fracture properties and the bilinear soft-
ening curve, shown in Fig. 1a, no additional fitting to the
softening curve is required to match the three-point bend-
ing (TPB) test experimental data. The following experimen-
tal concrete fracture parameters that define the bilinear
softening curve shape are simple to measure using TPB
and split tensile testing configuration: total fracture energy
(Gp), initial fracture energy (Gy), and tensile strength (f;).

The CZM allows for size effect predictions based on the
concrete material dependent properties (G and f;) and
the size dependent property (Gg). Based on the experimen-
tally-defined bilinear softening curve, the finite element-
based CZM was developed to predict the monotonic load
versus crack mouth opening displacement (CMOD) with
different specimen sizes.

2. Implementation of the cohesive zone model for concrete

The cohesive element is formulated exploiting the prin-
ciple of virtual work. The internal work done by the virtual
strain (J¢) in the domain (£2) and the internal work done by
the virtual crack opening displacement (dw) along the crack
line (I';), is equal to the external work done by the virtual
displacement (ou) at the traction boundary (I):

/ 5e"6dQ + / SWITdI, = / Su"Pdr, (1)
Q Ie r

where T is the traction vector along the cohesive zone, and
P is the external traction vector. The first term in Eq. (1) is
the internal virtual work of the bulk element, while the sec-
ond term in the equation denotes the internal virtual work
of the cohesive element. The right hand side of Eq. (1) rep-
resents the external virtual work. By using the derivative of
the shape function matrix (B) and interpolating the crack
opening displacement into the nodal displacement through
the shape function matrix (N), the following formulation
can be obtained:

[ / B'DBJQ + / NTa—TNdFC}u: / Pdr, (2)
Q e ow r

where D is the material tangential matrix for the bulk ele-
ment. The stiffness matrix and load vector of the cohesive
element are assembled as a user-defined subroutine [22].

2.1. Numerical implementation

In order to satisfy the different variables of the stress
function, two different elements are used in cohesive zone
modeling. One is the general linear elastic element, called
the bulk element, which has the following stress and strain
relationship

Obulk element — felastic (3) (3)

The bulk element employs two-dimensional plane stress
assumptions to represent the linear elastic behavior (fgjastic)
in stage 1. The other element is the cohesive surface
element, which has the following traction and separation
relationship:

O cohesive element — fcohesive law (W) . (4)

The cohesive element contains the features (feonesive 1aw) Of
the crack initiation criterion (stage II), the nonlinear cohe-
sive law (stage III) and the failure condition (stage IV). The
discrete cohesive element is distinct from continuum-based
strain softening elements [33]. The cohesive surface element
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Fig. 2. Coordinate system and element nodal numbering in the cohesive
surface element.

is implemented in ABAQUS as a user element (UEL) sub-
routine. As a result, inserting the cohesive surfaces between
bulk elements bridges the continuum (e.g. linear elastic)
and fracture behavior of the material [10,23-25]. The com-
plete UEL subroutine for ABAQUS is provided in Ref.
[24].

In the numerical simulation, the rectangular plane stress
element (Q4) is used for bulk element, while the cohesive
surface element is inserted along the crack path. Fig. 2 is
a general illustration of the cohesive zone element. Fig. 3
illustrates the finite element mesh for specimen size D =
63 mm and the cohesive surface element inserted along
the crack path prior to the numerical simulation (prepro-
cessing). This research is concerned with mode I fracture.
Therefore, the crack is assumed to propagate on a straight
line in the vertical direction. For an arbitrary crack propa-
gation using the intrinsic CZM see Song et al. [25]. Based
on a parametric study [13], the size of the cohesive element
was selected to be 1 mm which is small enough to capture
the local fracture process.

2.2. Determination of the softening curve

To characterize the CZM, it is essential to determine the
shape of the softening curve. The bilinear softening curve
(Fig. 1a) is adopted in order to define the fracture initiation
at the cohesive strength, to capture the maximum load of
the specimen, and to describe the post-peak behavior.
The fracture initiation condition (f{), is obtained by intro-
ducing the penalty stiffness (f/w.). When a crack opening
width reaches a critical crack opening width (w.,.), the trac-
tion corresponds to the maximum tensile strength

.fz = fcohesive law (Wcr) . (5)

The initial slope of the softening curve is derived from the
initial fracture energy measured by the size effect method
(SEM) or by the two-parameter fracture model (TPFM),
and represents the peak load of the specimen. Finally, the
tail of the softening curve characterizes the post-peak load
behavior, which is related to the difference between the
total fracture energy (Gg) and the initial fracture energy ( Gy).

In order to specify the coordinates of the intrinsic bilin-
ear softening curve, four unknown constants and the pen-
alty stiffness are needed as shown in Fig. la: f{, wy, we, ¥
and we,. Since the initial penalty stiffness is determined
based on the numerical stability conditions associated with
a user-defined subroutine (e.g. UEL in ABAQUS), the
ratio of f/w, is fixed, and therefore only four parameters
are required. In this study, three unknown constants (f;, w,
and wy) are obtained by the three experimental fracture
parameters: the initial fracture energy (Gy), the total frac-
ture energy (Gy) and the concrete tensile strength (f/) fol-
lowing a procedure published by Bazant [21]. The other
parameter, the ratio (i) of the cohesive stress and f; at
the kink point, is generally between 0.15 and 0.33 [20].
The initial fracture energy is defined as the area under
the first and second slope of the curve in Fig. la. This is
because the initial fracture energy controls the maximum
loads of structures and thus the size effect [20], as noted
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Fig. 3. (a) Finite element mesh for specimen size D = 63 mm and (b) zoom of mesh along the cohesive element region.
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by Planas et al. [26]. Therefore, the horizontal axis inter-
cept of the initial descending curve is defined as

26
e

wi

(6)

Similarly, the horizontal axis intercept of the tail of the
softening curve is defined as the final crack opening width:

2

= 4770 = (1 =Gl (7)

wr

This expression is obtained by equating the total fracture
energy with the area under the bilinear softening curve.

3. Experimental design and concrete material properties

An experimental program was designed to develop and
verify the proposed CZM for concrete monotonic fracture.
Table 1 lists the type, identification and dimensions of each
beam tested in this research. Each beam was identified
using the letters “B” or “CB”, for cast and cut beams,
respectively, followed by the depth, the width and finally

Table 1
Three-point bending test specimens

Beam  Specimen Specimen dimensions (mm)
type ID Length Depth Thickness Notch  Span
(L) (D) (1) (a0) (S)
Cast B250-80a 1100 250 80 83 1000
B250-80b 1100 250 80 83 1000
B250-80c 1100 250 80 83 1000
B150-80a 700 150 80 50 600
B150-80b 700 150 80 50 600
B150-80c 700 150 80 50 600
B63-80a 350 63 80 21 250
B63-80b 350 63 80 21 250
B63-80c 350 63 80 21 250
Cut CB63-80a 350 63 80 21 250
CB63-80b 350 63 80 21 250
CB63-80c 350 63 80 21 250
Clip gage to
measure CMOD
a—
D PREEES

Fig. 4. Specimen dimensions and test configuration (S/D = 4).

a letter to individualize each specimen (a, b or c). The
TPB test configuration is shown in Fig. 4. Three sizes of
notched beams were cast with the following depths (D):
250, 150, 63 mm. Three concrete specimens were cast for
each size. All notches were cast into the specimen. Addi-
tionally, three 63 mm depth (D) beams were cut from the
larger beams after failure, to compare them with the cast
beams. These beams were needed due to the large variabil-
ity in the results for the 63 mm specimens. The CB speci-
mens also had saw-cut notches instead of cast notches.
All specimens had a thickness of 80 mm, a notch to depth
ratio (ao/D) of 1/3 and were tested with a span to depth
(S/D) ratio of 4, as shown in Fig. 4.

3.1. Concrete materials and mix design

In order to validate the CZM, a single concrete mix
design was used as shown in Table 2. This mix contained
a limestone coarse aggregate with a maximum size of
19 mm, and manufactured sand. A water to cementitious
ratio of 0.42 was used with a 23% replacement of Type I
cement with Type C fly ash. The mixture also contained
a water reducer (Type D), an air entrainment agent, and
a high range water reducer (Type F).

3.2. Fresh and hardened concrete properties

The density, slump and air content are presented in
Table 3. Nine 150 mm by 300 mm cylinders were cast to
obtain the compressive strength, split tensile strength,

Table 2
Concrete constituent classification and mix proportions
Material Specification Quantity
Coarse aggregate ASTM C33, 1107 kg/m?
crushed limestone # 67
Fine aggregate ASTM C33 718 kg/m>
Cement ASTM C150, Type I 290 kg/m?
Fly ash ASTM (618, Type C 88 kg/m®
Water N/A 160 1t/m?
Air entrainment admixture ASTM C260 0.24 1t/m?
Water reducer ASTM C494 Type D 1.68 It/m>
High range water reducer ASTM C494 Type F 1.65 It/m®
Table 3
Average fresh and hardened properties of the concrete
Property Specification Quantity
Fresh concrete
Density ASTM C138 2403 kg/m®
Lump ASTM Cl143 100 mm
Air content ASTM C231 2.8%
Hardened concrete
Compressive strength ASTM C39 58.3 MPa
Split strength ASTM C496 4.15 MPa
Modulus of elasticity ASTM C469 32.0 GPa
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and modulus of elasticity. All beam and cylinder specimens
were demolded after 24 + 2 h, and then covered with wet
burlap for 7 days. After that period, all specimens were
stored in a room with temperatures ranging from 20 to
25 °C, until they were tested at 119 days. Table 3 also illus-
trates the hardened concrete properties, which were an
average compressive strength of 58.3 MPa, split tensile
strength of 4.15 MPa, and modulus of elasticity of 32.0
GPa.

3.3. Testing protocol of three-point bending experiments

The loading rate of the specimens was controlled by the
CMOD gage. The rate of the CMOD displacement control
was 0.001 mm/s until the beam reached its peak load and
then it was unloaded in 15s. The loading and unloading
procedure enabled construction of loading and unloading
compliance curves and creation of the overall failure enve-
lope, as shown in Fig. 5. Twenty load and unload cycles

8 T
——B250-80b
—— Envelope

7 = —

6

ID =250 mm

Load (kN)
~

0 ! ! ! ! ! ! ! !
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
CMOD (mm)
Fig. 5. Load—-CMOD cycles and envelope curve for B250-80b specimen.

7 T T T T T T T T
—e—B250-80
——B150-80

6 L —— B63-80 | |

0 0.1 0.2 0.3 0.4
CMOD (mm)

0.5 0.6 0.7 0.8 0.9

Fig. 6. Average envelope curves for each specimen size (63, 150, and 250 mm).
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were produced for each specimen with the final cycle load-
ing the beam until complete fracture.

4. Test results and calculation of fracture parameters

From the experimental beam fracture data, the follow-
ing fracture quantities were calculated and summarized:
total fracture energy (Gg), the critical stress intensity factor
(Kic), critical crack tip opening displacement (CTOD(),
initial fracture energy (Gy), and the characteristic length
of the fracture process zone (cy).

Table 4
Three-point bending test results

4.1. Total fracture energy (Gr)

Fig. 6 shows the average load-CMOD envelope curve
for each of the three specimen depths. The total fracture
energy (Gg) or specific fracture energy is based on Hiller-
borg’s work-of-fracture method [27], which is defined as
the ratio between the total energy (W), and the area of
concrete fracture, (D — ag)t. The total energy (W) is calcu-
lated as the summation of the area (¥,) under the raw load
(P,) versus CMOD curve and P0,, where P, is the raw
load applied by the testing machine (without considering

Beam type Specimen ID  Test results
Peak load Total fracture energy TPFM SEM
(kN) G (N/m)  CV (%) Kic CV (%) CTODc Gr(N/m) ¢ (mm)
(MPa m'?) (mm)
Cast B250-80a 6.926 193 16.2 1.261 11.8 0.0167 52.1 24.36
B250-80b 6.303 139 1.203 0.0181
B250-80c 6.866 169 1.497 0.0319
B150-80a N/A N/A 4.7 N/A 7.1 N/A
B150-80b 4.089 170 1.086 0.0255
B150-80c 4.158 159 0.983 0.0115
B63-80a N/A N/A N/A N/A 14 N/A
B63-80b 2.264 106 1.012 0.0159
B63-80c 2.054 N/A 0.834 0.0115
Cut CB63-80a 2.725 123 0.3 1.130 13 0.0142
CB63-80b 2.749 124 1.002 0.0075
CB63-80c 2.820 123 1.293 0.0184
7.5 T T T T T T T T
L ——B250-80a] |
—o— B250-80b
6.5 —— B250-80c|
6 - -
Load
55t ] ]
5

D =250 mm

Load (kN)

0 | | | |

0 0.1 0.2 0.3 0.4

0.5 0.6 0.7 0.8 0.9
CMOD (mm)

Fig. 7. Load-CMOD envelope curves for 250 mm depth specimens.
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<
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S 2
1.5
1
0.5
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
CMOD (mm)
Fig. 8. Load-CMOD envelope curves for 150 mm depth specimens.
3 T T T T T T T T
—B63-80b
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z
<
b} 15 I~
[}
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!
1
0.5
0
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CMOD (mm)
Fig. 9. Load—-CMOD envelope curves for 63 mm depth specimens.
Table 5
Fracture parameters in the bilinear softening curve
Specimen size (D) Initial fracture energy (Gy) (N/m) Tensile strength (f{) Total fracture energy (Gg) Stress change point
(mm) TPFM SEM (MPa) (N/m) W)
Fig. 10a 63 56.57 52.06 4.15 119 0.25
Fig. 10b 150 56.57 52.06 4.15 164 0.25

Fig. 10c 250

56.57 52.06 4.15 167 0.25
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self-weight), Py, is the equivalent self weight force, and J is
the CMOD displacement corresponding to P, =0 [28].
Because the specimen usually failed with P, >0, d, was
the CMOD at failure. The equivalent self weight force is
calculated as P, = (S/2L)mg, where S is the testing span,
L is the length and mg is the mass (m) time gravity (g)
weight of the beam. The total fracture energy was calcu-
lated as

We  Wy+2P5,
(D — ao)t o (D — ao)t

Table 4 shows the total fracture energy for each group of
specimens. The averaged for the specimens with 250, 150,
and 63 mm depth, was 167, 164, and 119 N/m, respectively.
The total fracture energy remains constant for speci-
mens with a depth of 250 and 150 mm, but decreases to
119 N/m for the depth of 63 mm. Figs. 7 and 8 show the
variability of the peak load and area under the envelope
curve for the 250 mm and 150 mm depth samples, respec-
tively. Table 4 reports and its coefficients of variation for
the 250, 150 and 63 mm specimens, respectively.

Fig. 9 compares the peak load and area under the enve-
lope curve of the cast and saw-cut notch specimens. The
saw-cut notch specimens had a very small coefficient of var-
iation between specimens and a higher peak load than the
cast notch specimen.

4.2. Critical stress intensity factor (Kyc) and critical
crack tip opening displacement (CTODc)

Both Kjc and CTODc were derived from Jenq and Shah’s
[29] effective elastic crack model called the two-parameter
fracture model (TPFM). The equations and the complete
procedure are presented in Appendix A.1. With this method,
individual values of Kjc and CTOD are obtained for each
sample as seen in Table 4. The TPFM assumes the fracture
properties are inherent material properties [21]. Therefore,
Kic and CTODc for all specimen sizes were averaged which
resulted in 1.13 MPa m'"? and 0.0180 mm with a coefficient
of variation of 17% and 41%, respectively. As seen in Table
4, samples B150-80a and B63-80b have no results available
(N/A), because the test data turned out to be erroneous.
Sample B63-80c had all results except due to an operator
error on the second load cycle.

4.3. Initial fracture energy (Gy) and characteristic
fracture process zone length (cs)

The initial fracture energy (Gy) and characteristic
fracture process zone length (¢(), based on the size effect
method [9,30,31] are also derived from an effective elastic
crack assumption. The nominal strength (oy) of a structure
is related to the specimen size (D) and the concrete fracture
properties by the following equation:

¢, Kig

NECEET.CO0 ®)

oN =

where ¢, is the coefficient representing different types of
structures, K is the stress intensity factor for an infinite

a o.is T
— Numerical Simulation (TPFM)
o = = Numerical Simulation (SEM)
[V -~ Experiment: CB63-a
;:I N - - Experiment: CB63-b
AN -~ Experiment: CB63—c
‘ N —— Experiment: B63-b
0.1 f : * Experiment: B63—
Q
S
~
S8
0.05H
O 1
0 5 10 15
CMOD j: "/ GF
b 0.15 T T
— Numerical Simulation (TPFM)
= = Numerical Simulation (SEM)
-~ Experiment: B150-b
- - Experiment: B150—
0.1 ]
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~
A
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CMOD ]; /G F
C 0.15 T T
— Numerical Simulation (TPFM)
== Numerical Simulation (SEM)
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’
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Fig. 10. Results of predicted load-CMOD curves compared with exper-
imental data: (a) specimen size, D =63 mm, (b) specimen size, D =
150 mm, and (c) specimen size, D = 250 mm.
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specimen size and g(o) is a non-dimensional geometrical
factor. For plane stress, the energy release rate is simply
related to the stress intensity factor Kj; and the modulus
of elasticity E by
K

Gy = z- (10)
Using the three geometrically similar specimens as seen in
Table 4, a single set of fracture parameters, Gy and cp,
can be obtained from the peak load of each specimen
and respective specimen self-weight. The SEM equations
and the complete procedure are presented in Appendix A.2.

5. Simulation results

The experimental load—-CMOD curves were predicted
through numerical simulation of the CZM for each speci-
men size whose fracture parameters are provided in Table
5. The cohesive zone model was run with two separate
initial fracture energies, one from the TPFM (56.6 N/m)
and the other from the SEM (52.1 N/m). The average ten-
sile strength (4.15 MPa) was assumed to be equal to the
split tensile strength. The total fracture energy (average)
for each specific specimen size was derived from Table 4.
The stress ratio at the kink point () was assumed to be
0.25 based on work presented by Wittmann et al. [18]. In
addition, the kink point can be determined as the stress
ratio when the opening width equals the CTODc [14]. In
the numerical implementation, w,, was calculated as a per-
centage (0.2%) of the final crack opening width (wy). The
critical crack opening width (w,,) for all specimens was
approximately 0.04 pm. These values of w. were found
to be small enough to obtain the converged load-CMOD
curves. Fig. 10 illustrates the correspondence between the
numerical prediction and the experimental results for each
specimen size. The determination of the softening curve in
the numerical prediction was directly based on the experi-
mental fracture properties obtained from the TPFM and

Table 6

SEM. No further steps were needed to fit the numerical
simulations with the experimental results. These results
are of key importance because they show that the load—
CMOD curve for geometrically similar specimens can be
predicted based upon fracture properties measured using
standard tests.

The peak load of the experiment, which is essential to
determine the concrete fracture properties, was compared
to the peak load obtained from the numerical simulation.
Although the peak load was under predicted for the
63 mm and 250 mm beam depth, the error was less than
10% as shown in Table 6. There was also little difference
between the numerical simulation curves between the
TPFM and SEM because of the small difference between
their respective initial fracture energy values. The TPFM
resulted in a slightly larger peak load due to its higher
initial fracture energy. The total fracture energy of the
experiment was also compared to that of the numerical
simulation (Table 6). The calculated G from the numerical
simulation, could not represent the complete separation of
the specimens due to numerical instability at larger crack
opening widths. Therefore, the simulated load—-CMOD
curves were extrapolated to the averaged CMOD at com-
plete separation. Good agreement still exists between the
Gg obtained from the experiments and numerical simula-
tion. Furthermore, the friction at the support and the
evaluation of the self-weight (Eq. (8)) would also result in
some difference between the experimental and simulation
results.

5.1. Model sensitivity

Other investigators have studied the sensitivity of the
softening curve parameters on the numerical prediction
of load-CMOD curves [32,33]. In this study, the sensitivity
of the predicted load—CMOD curve for the three experi-
mental fracture parameters (Gy, f; and Gg) and the stress
ratio at the kink point (y) was also investigated to deter-

Comparison of the peak load and the total fracture energy between experimental data and the numerical simulation

Specimen size (D) Peak load (P.)

Total fracture energy (Gr)

(mm) Experimental data — Numerical simulation (kN)  Error (%) Experimental data —  Numerical simulation  Error (%)
kN mean (range) TPEM SEM TPEM  SEM N/m (range) (N/m)
63 2.52 (2.05-2.82) 2.34 23 7.14 8.73 119 (106-124) 113 5.0
150 4.12 (4.09-4.16) 4.39 4.29 6.55 4.13 164 (159-170) 152 7.3
250 6.70 (6.31-6.93) 6.23 6.05 7.01 9.70 167 (139-193) 163 2.4
Table 7

Bilinear softening curve fracture parameters for sensitivity analysis

Specimen size (D) Initial fracture energy (Gy)

Tensile strength (f{)

Total fracture energy (GF) Stress change point

(mm) (N/m) (MPa) (N/m) W)
Fig. 1la 150 56.57 4.15/5.83 164 0.25
Fig. 11b 63 56.57 4.15 119/167 0.25
Fig. 1lc 63 56.57 4.15 119 0.15/0.25/0.33
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mine if the trends would be consistency with past findings.
These four fracture parameters in the bilinear softening
curve are listed in Tables 5 and 7. As shown in Fig. 10, a
larger initial fracture energy produced a greater normalized
peak load (P/f{tD) at failure for a given f/, G and . After
the peak load, the two softening curves converged because
both total fracture energies were identical. The numerical
prediction of the measured tensile strength (4.15 MPa)
was compared with an additional simulation where the ten-
sile strength (5.83 MPa) was assumed to be the 10% of the
measured compressive strength. Since the tensile strength is
assumed to be the fracture initiation criterion, the peak
load is greatly affected by changes in f;, as shown in
Fig. 11a. With greater tensile strength materials for a fixed
Gy, Gg and ¢, the slope of the load-CMOD curve become
steeper, which corresponds to more brittle behavior.

In order to determine the sensitivity of the simulation
to Gp, the total fracture energy of a 63 mm specimen
(119 N/m) and that obtained from the 250 mm specimen
(167 N/m) are used to predict the behavior of the 63 mm
specimen in Fig. 11b. As the total fracture energy reduces
for a fixed Gy, f{ and y, only the post-peak behavior of
the specimen is influenced but not the structure’s peak load
(related to the nominal strength). Finally, the sensitivity of
 to the post-peak load behavior is examined through three
different kink point stress ratios (0.15, 0.25, and 0.33) in
Fig. 11c. The magnitude of the kink point stress does not
affect the peak load but as the kink point stress ratio
decreases from 0.33 to 0.15, the tail of the softening curve
is extended. As expected, the initial fracture energy and
the tensile strength are essential parameters to determine
the strength of specimens while v and Gy influence the
post-peak behavior.

5.2. Size effect

The nominal strength (on,) has been conveniently
defined as the peak load divided by the beam depth and
width [9]. It allows graphing specimens of different depths
and peak loads on the same figure. The nominal strength
is not necessarily equal to the flexural or beam strength
of the concrete. The influence of the structural size (D)
on the nominal strength (on,) was examined from the
experiment and the numerical simulation results. Both
experimental and numerical nominal strength are plotted
in Fig. 12 with the size effect expression:

ONu — —Bfi
Y \/1+D/Dy’

where the non-dimensional constant, B, and the length
dimensional constant, Dy, can be determined by the two
experimental SEM parameters (Gry, ¢f) [30]. Also, the two
TPFM parameters (Kjc, CTODc) can be exploited to
determine the constants (B, Dy) in the size effect expression
by relating the CTODc to the critical effective crack exten-
sion through the following equation [21]:

(11)

a — Numerical Simulation (fl " =4.15 MPa)
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Fig. 11. Results of predicted load-CMOD curves compared with exper-
imental data: (a) sensitivity of the tensile strength (D = 150 mm), (b)
sensitivity of the total fracture energy (D = 63 mm), and (c) sensitivity of
the ratio of the stress at the kink point (D = 63 mm).
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Fig. 12. Specimen size effect for three-point bend test configuration with
notch depth ratio of 0.33.

The size effect model calculated from the SEM parameters
closely resembles the model obtained from the TPFM
parameters, as seen in Fig. 12. Furthermore, the nominal
strength of both size effect models is similar to that of the
experiment and the numerical simulation.

6. Conclusion

Physical experiments and finite element simulations
based on the cohesive zone model for concrete were inte-
grated to predict the monotonic fracture behavior of
geometrically similar three-point bend specimens. A bilin-
ear softening model was derived from measured fracture
properties and implemented into a finite element-based
cohesive zone model (CZM). In this CZM, cracking must
propagate vertically along a predefined surface where cohe-
sive elements have been inserted a priori. Three experimen-
tal fracture parameters (Gy, f{ and Gg) defined the bilinear
softening model. The initial fracture energy, the tensile
strength and the stress ratio at the kink point were the
material dependent fracture parameters, while the total
fracture energy was dependent on the specimen size. The
global behavior (load—-CMOD) of the concrete specimens
was captured by the numerical simulation. As expected,
the initial fracture energy and the tensile strength are the
significant controllers of the peak load of the specimen in
the computational model, whereas the total fracture energy
and the stress ratio at the kink point influence the post-
peak load behavior of the specimen. Moreover, the exper-
imental results and numerical simulation agree with the size
effect expression whose constants can be determined by
either the TPFM or the SEM.
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Appendix A
A.1. TPFM calculation procedure

The TPFM requires at least one cycle to obtain the load-
ing (C;) and unloading (C,) compliances, and also the peak
load (P.). The self-weight (Py) of the specimen is also
included. The critical effective elastic crack length (a.) at
the peak load is calculated from the modulus of elasticity
obtained with the loading and unloading compliance, E;
and FE,, respectively [28]:

6Sa o
Ei = —C?_ggz(t o), (13)
6Sa.g, (o,
Tc DZEt ) (19
with
- (ao + HO)
* =D+ HO) (15)
(ac + HO)
= 1
‘" (D+HO)’ (16)
0.66
2>(0) = 0.76 — 2280 4 3.870> — 2.0do° + g (17)
— o

By equating E| and E,, the critical effective elastic crack
length a. can be obtained.

Using the following LEFM relationship, Kjc and
CTODc can be calculated given the geometric function
(g1) for the TPB specimen,

S\/macg,(a./D
Kic = 3(Pu 4 0.5P,5/1) Y/ Tc81@/D) | (18)
2Dt
where

. (a_) _ 199 — (a/D)(1 — ac/D)[2.15 — 3.93(ae/D) +2.70(ac/D)’]

P V[l +2(ae/D)|[1 ~ (ac/D)" 7
(19)
CTOD. = 6(P, +0.5POS/L)%‘;C/D>
x [(1 — o)+ [1.081 - 1.149(%)}([;0_ (2))]”27 (20)
where
& (%) =076 - 228(%) +387(%)" ~ 204(%)’
0.66
57 o
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and
ac

By == (22)

ap

A.2. SEM calculation procedure

The corrected load (P?) for sample j is calculated as
[9,28]:

28, —L;
28;
where P? is the corrected load, P; is the bulk load applied
by the testing equipment, m; is the mass of the specimen,
S; is the span of the specimen, L; is the length of the spec-
imen, g is gravity (9.81 m/s*) and j is the specimen number
(1,2,3,...,n). After obtaining the corrected load, the

following parameters were calculated for each sample:

0
P =P+

gm; (23)

2
D;t
=2 (24)
J

Both parameters can be plotted and a linear regression
equation can be derived:

Y = ApX + Cj. (26)

The next step is to calculate Gy and ¢f from the slope and
y-intercept of the linear regression:

_ g(“o)
Gr = Edy (27)
and

_ &) (Cs
a= g'(o0) <AB>’ (28)
o) = () mll Szl 9
=7 (30)
where

199 — (29) (1 — ) [2.15 — 3.930 + 2.7002)]

gi(%) = VAl + 220)[1 — OC0]3/2 - (31)
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